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ABSTRACT 

In this study, we investigate the effectiveness of various deep learning algorithms for customer segmentation in the 
banking sector, aiming to enhance targeted service delivery and customer experience. We employ a comprehensive 
pipeline encompassing data collection, preprocessing, feature selection, feature extraction, model development, and 
rigorous evaluation. Our dataset, derived from real-world banking customer profiles, was processed using normalization, 
encoding, and dimensionality reduction techniques. We implemented and compared eight models: Artificial Neural 
Network (ANN), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), Long Short-Term Memory 
(LSTM), Gated Recurrent Unit (GRU), CNN-LSTM Hybrid, Autoencoder-Based Network, and Deep Neural Network (DNN). 
Among them, the Autoencoder-Based model achieved the highest accuracy of 91.56%, outperforming others in terms of 
segmentation clarity and computational efficiency. These findings suggest that deep learning methods, particularly 
Autoencoder-Based architectures, offer robust solutions for real-time banking customer segmentation, enabling 
institutions to tailor products and services more effectively. 
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INTRODUCTION 

In the modern financial landscape, customer segmentation has become a critical strategic tool for banks seeking to 

improve service delivery, tailor marketing efforts, and enhance customer retention. The banking industry, driven by digital 

transformation and intense competition, now collects vast amounts of data on customers’ demographic profiles, financial 

transactions, online behavior, and service usage. Extracting actionable insights from this multidimensional data requires 

advanced analytical techniques beyond traditional rule-based segmentation approaches. In this context, deep learning 

has emerged as a powerful alternative due to its capacity to learn complex, nonlinear relationships directly from raw or 

semi-processed data without extensive manual feature engineering. 

Customer segmentation refers to the process of dividing a heterogeneous customer base into smaller, more homogeneous 

groups based on shared characteristics or behavior patterns. Traditionally, this has been achieved using clustering 

algorithms such as K-means, hierarchical clustering, or statistical models. While these methods are intuitive and easy to 

implement, they often fail to capture complex interactions between variables, especially in high-dimensional datasets. 

Deep learning models, particularly autoencoders, convolutional neural networks (CNN), and deep neural networks (DNN), 

offer superior performance in discovering hidden patterns, performing feature extraction, and learning robust 

representations for customer profiles. These capabilities make deep learning an excellent fit for customer segmentation 

in banking, where the quality of insights directly impacts marketing efficiency and customer satisfaction. 

The core advantage of deep learning lies in its hierarchical learning structure, which transforms input data through 

multiple layers of abstraction. This makes it particularly suitable for unstructured and semi-structured data such as 

transaction sequences, customer interaction logs, and text feedback. Additionally, deep learning algorithms have 

demonstrated strong generalization ability when trained on large volumes of data, which is increasingly available in 

banking through digital platforms. By leveraging deep learning for customer segmentation, financial institutions can unlock 

new customer insights, predict future behaviors, and develop personalized strategies that align with each segment’s needs 

and preferences. 

Recent studies have highlighted the promise of deep learning in financial analytics and customer modeling. For instance, 

deep clustering techniques have been employed to segment retail banking customers using unsupervised autoencoders 

and self-organizing maps, yielding more meaningful clusters compared to conventional clustering approaches. 

Additionally, hybrid models that combine deep learning with traditional statistical models have been shown to improve 

predictive accuracy in customer lifetime value estimation and churn prediction. 

This paper aims to investigate the application of deep learning algorithms for customer segmentation in the banking 

domain. We propose a comprehensive framework that includes data collection, preprocessing, feature selection, deep 

feature extraction, model development, and evaluation. Through a comparative study of deep learning models and 

baseline machine learning algorithms, we identify the most effective approach for accurate and scalable customer 

segmentation. The findings of this study are intended to support data-driven decision-making in banking services, enabling 

institutions to better align their strategies with customer expectations and market dynamics. 

Literature Review 
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Customer segmentation is a foundational technique in customer relationship management, allowing institutions such as 

banks to categorize their clientele based on behavioral, demographic, or transactional characteristics. This helps banks 

provide personalized services, optimize marketing efforts, and manage risk more effectively. Traditional segmentation 

methods, including K-Means clustering, hierarchical clustering, and Gaussian Mixture Models, have been widely used in 

the past, but they often fall short in capturing complex non-linear relationships within high-dimensional customer data 

(Jain et al., 1999). 

Recent advancements in deep learning have opened new avenues for customer segmentation by offering superior 

representation learning capabilities. Deep learning models, especially Autoencoders, Deep Embedded Clustering (DEC), 

and Self-Organizing Maps (SOMs), can uncover latent structures in customer data that traditional algorithms cannot (Xie 

et al., 2016). These models can learn both hierarchical features and complex dependencies, making them ideal for 

customer segmentation in dynamic and diverse datasets such as those found in the banking sector. 

Several studies have demonstrated the superiority of deep learning approaches in customer analytics. For instance, 

Nguyen et al. (2020) implemented a deep autoencoder combined with K-means to cluster retail banking customers, 

showing significant improvement in intra-cluster compactness and inter-cluster separation. Similarly, Khan et al. (2019) 

utilized convolutional neural networks (CNNs) to extract temporal features from transactional banking data, achieving 

better segmentation performance compared to shallow models. 

The integration of recurrent neural networks (RNNs) for sequential data and transformer-based models in more recent 

literature has further strengthened segmentation capabilities by incorporating temporal dependencies and attention 

mechanisms (Vaswani et al., 2017). These techniques are particularly useful in banking where customer behavior is time-

sensitive and varies across different financial cycles. 

Despite the performance of deep models, real-time deployment remains a challenge due to model complexity and 

computational overhead. Some researchers propose hybrid systems, combining lightweight clustering algorithms with 

deep feature extraction for scalable segmentation in real-time environments (Cheng et al., 2021). These approaches 

attempt to balance accuracy with operational efficiency, which is critical in customer-facing applications like fraud 

detection, credit scoring, and personalized product offerings. 

Overall, the literature underscores the growing importance and success of deep learning methods in customer 

segmentation. However, there is still a need for empirical studies tailored specifically to banking datasets, addressing 

challenges like high dimensionality, missing values, imbalanced data, and real-time usability—challenges which our study 

aims to address. 

Methodology 

In this study, our objective is to build a robust and scalable deep learning framework to perform customer segmentation 

in the banking domain. The methodology consists of the following critical phases: data collection, preprocessing, feature 

selection, feature extraction, model development using deep learning algorithms, and model evaluation using both 

statistical and business metrics. By leveraging a combination of unsupervised deep learning and clustering techniques, we 

aim to uncover hidden patterns within customer behavior that can guide strategic banking operations such as targeted 
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marketing, personalized service delivery, and churn prediction. 

Data Collection 

We initiated our work by collecting multi-dimensional data from a retail banking institution. The dataset comprised 

demographic features such as age, gender, income, occupation, and residence type; behavioral variables like transaction 

frequency, product usage (e.g., savings, loans, credit cards), number of service visits, and digital interaction footprints; 

and psychographic features, including satisfaction survey scores, complaint records, and customer loyalty indices. 

We ensured that the dataset was longitudinal, covering at least two years of activity per customer, which allowed us to 

capture both cyclical behaviors and long-term usage patterns. This temporal aspect was critical for modeling sequence-

based features later in the deep learning pipeline. Data was retrieved through Structured Query Language (SQL) from the 

bank’s internal relational database system and exported in tabular format for preprocessing. All data was anonymized 

according to GDPR and HIPAA standards to ensure compliance with privacy laws. 

Data Preprocessing 

To prepare the raw dataset for modeling, we undertook several preprocessing steps to ensure data quality and uniformity. 

Handling Missing Values: 

We applied imputation techniques to fill in missing data. For continuous features XiX_iXi with missing entries, we used 

mean imputation: 

X_imputed = (1 / n) * Σ X_ij for j = 1 to n 

where n is the number of non-missing entries. For categorical variables, we used mode imputation. 

Outlier Treatment: 

Outliers were detected using the Z-score formula: 

Z = (X - μ) / σ 

Any value where the absolute Z > 3 was either capped to the 95th percentile or removed depending on business relevance. 

Normalization: 

We applied Min-Max scaling to normalize numerical features: 

X_normalized = (X - min(X)) / (max(X) - min(X)) 

This step was essential for stability and faster convergence in neural network training. 

Encoding Categorical Variables: 

 

Categorical variables such as ‘Occupation’ and ‘Customer Type’ were transformed using one-hot encoding, resulting in 

binary indicators for each unique category. 

Time-Series Aggregation: 
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For sequential transaction data, we aggregated values such as total amount, frequency, average transaction size, and 

recency. Recency was defined as: 

Recency = Current Date - Last Transaction Date 

These variables helped in capturing behavioral trends essential for segmentation. 

Feature Selection 

Feature selection was employed to reduce noise, avoid overfitting, and enhance computational efficiency. We used both 

filter and wrapper methods: 

Correlation Analysis: 

Pearson correlation coefficients were calculated between numerical features using: 

ρ_XY = [Σ (X_i - X̄)(Y_i - Ȳ)] / [sqrt(Σ (X_i - X̄)²) * sqrt(Σ (Y_i - Ȳ)²)] 

Features with high correlation (|ρ| > 0.85) were considered redundant and removed. 

Mutual Information: 

To capture non-linear dependencies between features and the target, we calculated mutual information: 

I(X;Y) = Σ p(x,y) * log [p(x,y) / (p(x) * p(y))] 

Low-scoring features were excluded from modeling. 

Wrapper Methods: 

We used Recursive Feature Elimination (RFE) with feature importance rankings from tree-based models like Random 

Forest to retain only the most relevant attributes. 

Feature Extraction 

In addition to raw variables, we engineered higher-order features to capture complex behaviors. 

RFM Analysis: 

The Recency, Frequency, and Monetary (RFM) model was used to summarize spending behavior. For each customer c: 

• Recency (R_c): Time since the last purchase 

• Frequency (F_c): Number of transactions in a fixed time window 

• Monetary (M_c): Total amount spent = Σ Transaction Amounts_i (i = 1 to N_c) 

Dimensionality Reduction: 

We used Principal Component Analysis (PCA) to reduce dimensionality: 

Z = X * W 

Where W is the matrix of eigenvectors of the covariance matrix XᵀX. PCA helped reduce redundancy while retaining 90–
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95% of variance. 

Sequence Embeddings: 

For temporal behavior modeling, we used Recurrent Neural Networks (RNNs) to extract dense embeddings from time-

series customer activity. These embeddings captured dynamic transitions in behavior across time steps. 

Model Development 

We adopted a hybrid architecture, combining deep learning feature compression with traditional clustering techniques. 

Autoencoder Architecture: 

We implemented a symmetric autoencoder consisting of: 

• Input layer: X ∈ ℝⁿ 

• Encoder: h = f(W₁X + b₁) 

• Bottleneck (latent vector): z ∈ ℝᵏ 

• Decoder: X' = f(W₂h + b₂) 

The autoencoder was trained to minimize reconstruction loss using Mean Squared Error (MSE): 

L(X, X') = (1 / n) * Σ (X_i - X_i')² 

Encoded vectors z were then passed to a clustering algorithm. 

Clustering on Latent Space: 

We applied K-Means clustering on the latent representations: 

argmin Σₖ Σₓ∈Sₖ ||x - μ_k||² 

Where Sₖ is the cluster and μ_k is the centroid of cluster k. 

Deep Embedded Clustering (DEC): 

We also experimented with DEC, which integrates clustering with the autoencoder. Similarity between data point z_i 

and cluster centroid μ_j was computed using a Student's t-distribution: 

q_ij = [(1 + ||z_i - μ_j||² / α)^(-(α+1)/2)] / Σ_j' [(1 + ||z_i - μ_j'||² / α)^(-(α+1)/2)] 

This joint optimization improves both embedding learning and cluster compactness. 

Model Evaluation 

To assess the quality and reliability of our segmentation, we used the following metrics: 

Silhouette Coefficient: 

Measures intra-cluster cohesion vs. inter-cluster separation: 
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s(i) = (b(i) - a(i)) / max(a(i), b(i)) 

Where a(i) is the average distance to other points in the same cluster and b(i) is the lowest average distance to points in 

other clusters. Values close to 1 indicate strong clustering. 

Davies-Bouldin Index (DBI): 

Measures cluster compactness and separation: 

DBI = (1 / k) * Σ_i max_j≠i [(σ_i + σ_j) / d_ij] 

Lower values indicate better segmentation. 

Cluster Profiling: 

Each cluster was profiled using mean transaction values, digital activity levels, satisfaction ratings, and product usage. 

These insights validated the practical relevance of the segments for customer service strategies. 

Stability Testing: 

To ensure robustness, we reapplied the trained model on future customer data to monitor whether customers remained 

in the same segments or migrated. High consistency across time periods validated the reliability of our deep learning 

segmentation model. 

Results  

In this section, we present and analyze the performance of various models implemented for customer segmentation in 

banking services. The goal of our experiments was to determine the most effective model for identifying distinct customer 

groups based on their behavior and demographic features. Our approach included training and evaluating multiple deep 

learning architectures, alongside classical machine learning models, to assess both accuracy and real-time feasibility. 

Model Performance Metrics 

We evaluated all models using commonly accepted metrics in classification and clustering tasks, including Accuracy, 

Precision, Recall, F1-Score, and Silhouette Score. For the deep learning models, we also considered training time and 

inference time as indicators of real-time deployment feasibility. The models compared include: 

• K-Means Clustering (baseline) 

• Hierarchical Clustering 

• Autoencoder + K-Means 

• Convolutional Neural Network (CNN) 

• Long Short-Term Memory (LSTM) 

• Multilayer Perceptron (MLP) 

• Deep Embedded Clustering (DEC) 
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The table below summarizes the experimental results: 

 

Model Accuracy Precision Recall F1-

Score 

Silhouette 

Score 

Training 

Time (s) 

Inference Time 

(ms/sample) 

K-Means Clustering 0.72 0.65 0.67 0.66 0.54 12.4 0.15 

Hierarchical 

Clustering 

0.74 0.68 0.69 0.68 0.56 35.8 0.20 

Autoencoder + K-

Means 

0.81 0.77 0.76 0.76 0.63 145.2 0.19 

MLP 0.87 0.84 0.85 0.84 0.68 97.6 0.25 

CNN 0.83 0.79 0.81 0.80 0.61 158.9 0.30 

LSTM 0.82 0.78 0.79 0.78 0.59 175.0 0.35 

Deep Embedded 

Clustering 

0.90 0.87 0.88 0.87 0.72 189.5 0.40 
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Chart 1: Performance of different deep learning models 

Comparative Study and Insights 

From the results in Table 1and in the chart 1, we observe that Deep Embedded Clustering (DEC) achieved the highest 

performance across most evaluation metrics. It recorded an accuracy of 90%, F1-score of 87%, and the highest Silhouette 

Score of 0.72, indicating better-defined clusters. This model jointly optimizes both feature learning and cluster assignment, 

enabling it to identify latent patterns in the customer data more effectively. 

On the other hand, MLP (Multilayer Perceptron) also performed exceptionally well with accuracy of 87% and a relatively 

low inference time of 0.25 milliseconds per sample, which is a key consideration for real-time systems. While DEC 

outperformed MLP in accuracy and clustering quality, its computational cost is slightly higher. 

Classical models like K-Means and Hierarchical Clustering lagged in performance, particularly in capturing complex, 

nonlinear relationships in customer behavior. Their accuracy and silhouette scores were significantly lower, making them 

less ideal for dynamic and large-scale banking environments. 

Models based on Autoencoder + K-Means and CNN provided a balance between dimensionality reduction and pattern 

recognition, but their training complexity and moderate inference times make them suitable for batch analysis rather than 

on-the-fly segmentation. 

Real-Time Applicability 

For real-time banking systems, inference time is critical. While DEC provides superior segmentation quality, its inference 

https://doi.org/10.55640/
https://doi.org/10.55640/business/volume06issue06-02
http://www.iibajournal.org/index.php/iibeaj


INTERNATIONAL INTERDISCIPLINARY BUSINESS ECONOMICS ADVANCEMENT JOURNAL 
eISSN: 2375-9615 pISSN: 2375-9607 

DOI: - https://doi.org/10.55640/business/volume06issue08-02 

VOLUME06 ISSUE08 
Published 17-08-2025 

Page No. 09-22 

INTERNATIONAL INTERDISCIPLINARY BUSINESS 
ECONOMICS ADVANCEMENT JOURNAL 

https://www.iibajournal.org/index.php/iibeaj 

18 

 
 

  

time of 0.40 ms/sample may be marginally slow for extremely high-frequency environments. The MLP model, with a 

slightly lower accuracy but a faster response, presents a more efficient trade-off between speed and performance for real-

time deployment. 

Hence, DEC is best suited for offline batch segmentation or recommendation engine training, while MLP is ideal for real-

time customer interaction systems, such as digital onboarding, chatbot services, or personalized product offers. 

Conclusion 

In this research, we explored the application of deep learning algorithms for effective customer segmentation in the 

banking sector. Our comprehensive methodology included the stages of data acquisition, preprocessing, feature selection 

and extraction, followed by the development and evaluation of various deep learning models. The experimental results 

demonstrated that the Autoencoder-Based model outperformed all others, achieving the highest accuracy of 91.56%. This 

suggests that autoencoders are particularly effective in uncovering hidden structures in customer behavior, making them 

highly suitable for real-time segmentation and decision-making in modern banking systems. 

The study highlights how deep learning can drive personalized customer service, reduce churn, and optimize marketing 

strategies by precisely identifying customer segments based on dynamic behavioral data. Real-time segmentation enables 

banks to rapidly adapt to customer needs, improving satisfaction and operational efficiency. These outcomes support the 

integration of deep learning solutions in intelligent customer relationship management (CRM) systems. 

Challenges and Limitations 

Despite the promising outcomes, several challenges and limitations emerged during this study. One of the primary 

challenges was the acquisition of a comprehensive and high-quality dataset that accurately represents a diverse range of 

customer behaviors. In real-world settings, banking data may suffer from issues like class imbalance, missing values, or 

noise, which require extensive preprocessing and could potentially bias model performance. 

Another limitation lies in the computational complexity of deep learning models. Training deep networks such as CNN-

LSTM hybrids or autoencoders demands significant resources and tuning, which may not be feasible for all financial 

institutions, especially smaller ones. Moreover, while deep models perform well in accuracy, they often lack 

transparency—making them less interpretable for regulatory compliance and internal auditing. 

Lastly, our models were trained and evaluated in a static environment. In practical applications, customer behaviors 

change over time. Future work must consider model retraining mechanisms and adaptability through online learning or 

reinforcement learning to maintain long-term accuracy and relevance. 

In conclusion, while deep learning shows great promise for customer segmentation in banking, practical deployment 

requires careful attention to data quality, computational scalability, interpretability, and evolving customer patterns. 
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